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Abstract

This work investigates the certification of artificial intelligence systems (Al sys-
tems), focusing on the practical application and limitations of existing certification
catalogues by attempting to certify a publicly available Al system. The study aims
to evaluate how well current approaches, such as the Fraunhofer Al Assessment
Catalogue, work to effectively certify an Al system. And how publicly accessible
Al systems, that might not be actively maintained or initially intended for certifica-
tion, can be selected and used for a sample certification. The methodology involves
implementing the Fraunhofer Al Assessment Catalogue as a comprehensive tool
to systematically assess an Al model’s compliance with certification standards. Re-
sults showed that while the catalogue effectively structures the evaluation process,
it can also be cumbersome and time-consuming. It also showed the importance of
complete system documentation, which is particularly important, if the system is
not actively developed. The limitation of not having a development team available
for system-related questions and documentation improvements became evident.
Some limitations of the used certification catalogues also became apparent, and
thoughts as to how to streamline a certification process are presented. This work
practically demonstrates how a certification could be done and what challenges
arise on the way. It particularly focuses on how an Al system should be selected
for a sample certification and the shortcomings such an approach might have.

ii



Contents

1 Introduction

2 Current State of Regulation
2.1 EU Artificial Intelligence Act

2.1.1  Scope . ...
212  Definitionof AT . . . . . ... ... .. L L.
2.1.3 Alriskcategories . . . . . ... ... ... ..
2.2 EU Artificial Intelligence Liability Directive . . . . . . .. ... ..
2.3 Other Global Initiatives . . . . . . ... .. ... ... .......

3 Certifying Al

3.1 Certification Catalogues . . . ... .. ... ... .........
3.1.1  Fraunhofer Al Assessment Catalogue . . . . ... ... ..

3.1.2  Trusted Artificial Intelligence: Towards Certification of

Machine Learning Applications . . . . . . ... ... ...
3.1.3  Auditing Machine Learning Algorithms . . . ... . ...

4 Facial Emotion Recognition - Al Application
4.1 Decision to Use EmoPy Framework and RIOT Project . . . . . . .
4.2 Brief Overview of the EmoPy Framework . . . . . ... ... ...
43 Brief Overview of the RIOT Project . . . . ... ... .......

44 The complete Al application

5 Approach

5.1 Before the certification process .
52 AlProfile . . . . . . .. ..
5.3 Life Cycle of the AI Application

5.4 Protection Requirement Analysis

55 RiskAnalysis. . . ... ...

6 Findings

6.1 Selecting the AI-System . . . . . ... ... ... ... .......
6.1.1  Initial Considerations and Challenges . . . ... .. ...

iii

NN U W W

oo N

10

11
11
13
13
15

16
17
18
18
18
19

20
20
21



Contents

6.1.2  Context and Embedding Requirements . . . . . .
6.1.3 Documentation Requirements . . . . . .. .. ..
6.2 The Certification Process . . . . . ... ... ... ....
6.2.1  Challenges During Certification . . . . . ... ..
6.2.2  Specific Observations on the Fraunhofer Catalog
63 Learnings. . . . . .. ... ...
6.3.1 Catalogue-Specific Observations . ... ... ..
6.3.2 Limitations . ... ... . ... .. ........

6.3.3 Recommendations for future Sample Certifications . . . .

6.3.4 Recommendations for Real-World Applications .
7 Conclusion

The Facial Emotion Recognition System
1 RIOT Installation . . . . ... ... ... .. .......
2 EmoPy Framework . . . ... ... ... .. .......
3 The Al Application that is certified . ... ... ... ..

Al Profile
Al life cycle

Protection Requirement Analysis
1 Dimension: Fairness . . . . . . ... ... .. ... ...,

2 Dimension: Autonomy and Control . . . ... ... ...

3 Dimension: Transparency . . . . . .. .. ... ... ...

4 Dimension: Reliability . . . . . ... ... ... ... ...

5 Dimension: Safety and Security . . . .. ... ... ...

6 Dimension: Data Protection . . .. ... ... ... ...
Risk Analysis

1 Dimension: Reliability . . . . . ... ... ... ... ...
1.1 Reliability in standard cases . . . . ... ... ..
1.2 Robustness . . ... ... ... ... .......

1.3 Interception errors at model level . . . . . . . ..
1.4 Uncertainty estimation . . . . ... ... .. ...
1.5 Control of dynamics . . . . ... ... ... ...
1.6 Summary of the dimension . . .. ... ... ..
2 Dimension: Fairness . . . . . .. ... ... ... ...,
2.1 Risk area: Fairness . . . . ... ... .......
2.2 Risk area: Control of dynamics . . ... ... ..

v

21
21
22
22
23
24
24
24
25
25

26

32
32
32
33

34

38

40
40
41
42
43
44
45

47
47
47
49
52
54
55
57
57
57
60



Contents

23 Summary of the dimension . . . . ... ... ... ....
Cross-dimensional assessment . . . . . . . . . ... ... ... ..

Conclusion



List of Figures

4.1 RIOT Installation in New York 2018

Vi



1 Introduction

Artificial intelligence (AI) has a long history, dating back to the mid-20th cen-
tury when the term was first adopted. Over several decades, Al has evolved to
complex machine learning (ML) algorithms and neural networks that are com-
mon place today. However, it is in recent years that Al systems have become in-
creasingly prevalent in our daily lives, moving beyond specialized research labs
and into mainstream applications (Costa and Aparicio, 2023). From virtual assis-
tants on our smartphones to recommendation systems in e-commerce, Al now
plays a significant role in shaping our interactions with technology and inform-
ing decision-making processes across various sectors (Kasinidou et al., 2024). The
rapid proliferation of Al applications has raised concerns about safety, privacy,
fairness, and ethical implications (Baum et al., 2023).

In response to these challenges, Al governance has become an increasingly
prominent focus for legislators and policymakers worldwide (Smuha, 2021). The
European Union’s Al Act, for instance, represents a landmark piece of legisla-
tion that aims to establish a comprehensive regulatory framework for Al systems
(Mueck et al., 2022). Similar initiatives are underway in other countries and re-
gions, reflecting a growing global consensus on the need for Al governance (Nad
et al,, 2023). The necessity for Al system certification is rising in importance to
achieve regulatory compliance and foster confidence in artificial intelligence tech-
nologies. Given that the EU AI Act took effect on August 1, 2024, this has now
become more important than ever.

The certification of Al systems represents a complex and relatively new chal-
lenge, distinctly different from traditional software certification. While conven-
tional software certification primarily focuses on functionality and security, Al
certification must address a broader spectrum of concerns, including performance
accuracy, fairness, transparency, and ethical considerations (Winter et al., 2021).

This work aims to bridge the gap between theoretical certification frameworks
and their practical application, by attempting to certify an existing open-source
Al system using current frameworks and documenting the successes, failures, and
challenges encountered along the way. Fraunhofer’s Al Assessment Catalogue by
Poretschkin et al. (2023) will be used to guide through the certification process.
Comparisons to other catalogues are also made. This approach should lead to a
better understanding of:
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« Identify which parts of the catalogue are most useful and if simplifications
or refinements could be beneficial

« Provide a more practical understanding of the potential certification process
« Discover the limitations where sample certifications encounter challenges

This work provides a comprehensive walk through of an Al certification in prac-
tice. It starts with essential background information on the current landscape of
Al regulations and existing certification catalogues. It then details the specific Al
system chosen for certification, including the preparations that were needed to be
made. The core of the thesis documents the certification attempt, highlighting both
successes and challenges. It offers an analysis of what aspects were achievable and
which proved problematic. The thesis concludes by describing these findings and
offering recommendations for future developments in Al certification.



2 Current State of Regulation

The rapid advancement and widespread adoption of Al across various indus-
tries have necessitated the development of comprehensive regulatory frameworks.
While early applications like automatic image sorting in photo libraries posed
minimal risk, the increasing deployment of Al in more critical areas necessi-
tates stricter regulations (Pimentel, 2024). Some Al applications, particularly in
medicine, have already received approvals from bodies like the US Food and Drug
Administration (Benjamens et al.,, 2020). In the European Union some medical
applications also got approval, one example is the ChestLink software, that au-
tomatically reports normal chest X-Rays. Systems such as this set an important
precedent for other automated medical and potentially nonmedical systems in the
future (Saenz et al., 2023). Regulating Al-powered systems is not a recent develop-
ment. However, contemporary approaches are primarily concerned with specific
domains and lack general applicability, they could provide a blueprint for other
applications. Recently, lawmakers have recognized the urgent need for compre-
hensive regulations. These frameworks intend to encompass not only individual
industries, but also to create universal rules that ensure consistency and fairness.
Worldwide, several policy initiatives are in progress (Nad et al., 2023). Although
there are many more not mentioned here, the following are some key efforts in
this area.

2.1 EU Artificial Intelligence Act

The European Union’s Al Act is currently the most significant and far-reaching
regulatory initiative in the field of Al Its impact is expected to extend beyond the
EU’s borders, potentially setting global standards for Al management (Mueck et al.,
2022). It was recently finalized and has been in effect since August 1, 2024. Key
Objectives of the Al Act are (European-Union, 2024):

« Ensure AI Safety and Compliance: Guarantee that Al systems in the EU are
safe and adhere to laws protecting fundamental rights and EU values, safe-
guarding users’ privacy and preventing discrimination.
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« Certainty for Al Investment: Establish a clear legal framework to foster in-
novation and investment in Al, providing businesses and investors with reg-
ulatory clarity.

« Enhance Governance: Strengthen enforcement mechanisms to effectively
apply existing laws on fundamental rights and Al safety requirements.

« Unify AI Market: Foster a single, cohesive market for trustworthy Al appli-
cations across the EU, preventing fragmentation through harmonized regu-
lations.

The legislation uses a risk-based approach to achieve these goals.

2.1.1 Scope

The scope of the Al Act, as detailed in Article 2 of European-Union (2024), is broad
and inclusive, covering various actors and scenarios within the Al ecosystem. The
regulation applies to providers, deployers, importers, and distributors of Al sys-
tems, as well as product manufacturers incorporating Al systems into their prod-
ucts, regardless of their location, if the Al system or its output is used within the
European Union. It encompasses high-risk Al systems, general-purpose Al models,
and systems that may impact fundamental rights. The AI Act explicitly excludes Al
systems developed purely for scientific research and development. It also excludes
Al systems published under open-source licences. However, regulation applies if
an open-source system is brought to market or is in use as a high-risk Al system.
It respects existing EU laws on data protection and consumer safety, while allow-
ing for stricter national regulations in areas like worker protection. The AI Act
imposes obligations across the entire Al value chain, ensuring a comprehensive
approach to Al governance and safety within the European market.

2.1.2 Definition of Al

The AI Act adopts a broad and technology-neutral definition of Al systems, focus-
ing on their functional characteristics rather than specific technologies or meth-
ods. According to the Al Act, an Al system is defined as a machine-based sys-
tem designed to operate with varying levels of autonomy. It potentially exhibits
adaptiveness after deployment, and is capable of generating outputs such as pre-
dictions, content, recommendations, or decisions that can influence physical or
virtual environments based on input it receives (European-Union, 2024). This def-
inition emphasizes two key elements: ’inference’ and ’autonomy’, which distin-
guish Al systems from traditional software with predetermined outputs. The Al
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Act takes a broad approach to stay relevant as technology rapidly advances. It
encompasses both the core Al system and its surrounding code, recognizing the
complexity of Al applications. This definition aligns with the OECD’s latest con-
ceptualization of Al and moves away from earlier, more restrictive definitions tied
to specific technologies (Fernhout and Duquin, 2024). By focusing on the system’s
ability to operate autonomously, adapt, and influence environments based on in-
ferred objectives, the Al Act creates a framework that can accommodate current
and future Al technologies, ensuring its long-term applicability in regulating the
Al landscape.

2.1.3 Al risk categories

The Al Act categorizes Al systems into various risk levels and imposes correspond-
ing requirements, with stricter regulations for higher-risk applications (European-
Union, 2024). Key categories include:

1. Prohibited Al Practices

2. High-Risk AI Systems

3. General-Purpose Al Models

4. Transparency-Obligated Systems

5. Limited-Risk Systems

Prohibited practices include, but are not limited to, systems that manipulate be-
haviour, exploit vulnerabilities, or create facial recognition databases from untar-
geted scraping. High-risk Al systems are defined as such, if they pose significant
risks to health, safety, or fundamental rights, and are either used as products (or
components of products) covered by specific EU legislation or listed in Annex III
of the AI Act. Annex III includes several areas such as biometric identification,
emotion recognition systems, management of critical infrastructure, education,
employment, and law enforcement. General-purpose Al models face some regula-
tion, but it is less stringent than for high-risk systems. The Al Act also provides an
exception for certain Al systems that, despite falling under Annex III categories,
may not be considered high-risk. This is the case if they perform narrow pro-
cedural tasks or do not significantly influence human decision-making, provided
they do not involve profiling of natural people. Transparency-Obligated Systems,
according to Article 50, require clear disclosure when users interact with Al or en-
counter Al-generated content. Limited-Risk Systems, according to Article 95, are
applications with minimal restrictions, that are encouraged to follow voluntary
codes of conduct for ethical and responsible use.
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2.2 EU Artificial Intelligence Liability Directive

Complementing the Al Act, the European Commission proposed the Al Liabil-
ity Directive in September 2022. This directive aims to modernize and enhance
the EU’s liability framework for Al systems (Madiega, 2023). The directive aims
to ensure that individuals who suffer damages from AI systems receive equiva-
lent protection to those harmed by other forms of technology. It incorporates a
rebuttable presumption of causality, which simplifies the process for victims by
presuming a causal link between an Al system’s fault and the damage caused.
Additionally, it empowers national courts to mandate the disclosure of evidence
concerning high-risk Al systems, aiding victims in substantiating their claims. By
standardizing liability regulations across the EU, the directive aims to avoid legal
discrepancies and guarantee uniform protection for those impacted by Al-related
damages. Coordinating with the Al Act and other EU measures, the Al Liabil-
ity Directive addresses only non-contractual liability claims, encompassing a wide
array of potential Al-related harms (European-Union, 2022). This comprehensive
strategy seeks to balance the protection of victims with the encouragement of Al
innovation, reducing legal uncertainties and promoting the responsible advance-
ment of Al technologies within the EU.

2.3 Other Global Initiatives

While the EU’s regulatory efforts are the most comprehensive, other countries and
regions have also proposed Al regulations. The following examples represent a
small sample of international regulatory efforts and are not an exhaustive list. The
US has introduced a Blueprint for an AI Bill of Rights, which outlines principles
for the design and deployment of Al systems (White-House, 2022). The UK has
proposed a sector-led approach to Al regulation. Japan has developed Al Guide-
lines emphasizing a multi-layered governance framework (Department for Digital,
2022).

Unlike the legally binding EU AI Act, these initiatives do not have legal en-
forceability. They still highlight the global acknowledgment of the necessity for
Al regulation and certification standards. The current state of Al regulation and
certification is rapidly evolving, with the EU taking a leading role through its com-
prehensive Al Act and Al Liability Directive. These regulations are poised to shape
global standards for AI development, deployment, and governance in the coming
years.
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Certification is an important and established tool to prove that technical systems
meet certain standards or regulations. Successful certifications are not only vital to
prove compliance of a system to according norms. But it is also crucial in helping
to establish trust in a system from its users (Blosser and Weihrauch, 2023). The
process of certifying systems has a long history and differs slightly from appli-
cation to application. For traditional software projects where every line of code
can be reviewed one by one, certification processes have been established (Winter
et al,, 2021).

However, the certification of Al applications is currently in its early stages. This
is partly because comprehensive legal frameworks for Al have only recently begun
to be developed. A prime example is the Al Act, which officially came into effect on
August 1, 2024. Despite ongoing efforts by international standardization organiza-
tions like ISO, IEC, and IEEE to create guidelines and standards, a fully established
certification process has yet to be achieved (Nad et al., 2023). These efforts aim to
address the distinct challenges presented by Al technologies. The establishment of
robust certification processes for Al has been hindered by the absence of compre-
hensive legal frameworks. Even with recent legislative developments, the rapidly
evolving nature of Al technology continues to pose significant challenges for cre-
ating and maintaining effective certification standards (Delgado-Aguilera Jurado
et al., 2024). This dynamic landscape requires certification processes that are both
adaptable and rigorous, capable of evolving alongside the technology they aim to
regulate.

Certifying Al systems also presents unique challenges due to their complex
and often opaque nature. Many decision-making processes are not directly pro-
grammed by humans. Instead, these systems use various methods to analyse and
interpret data, developing their own decision-making processes. Humans do have
multiple ways to influence and understand how the system makes decisions and
how good the outcome is. But the process is not completely transparent. This com-
plexity necessitates a different approach to certification, emphasizing the need to
establish a comprehensive framework that accounts for the inherent opacity and
adaptability of Al technologies (Winter et al., 2021).

Moreover, Al systems are capable of evolving and changing their behaviour over
time as they can be retrained with new data. This continuous learning process adds
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another layer of complexity to certification, as it requires ongoing monitoring and
re-evaluation to ensure that the systems remain compliant with ethical standards
and avoid biases. Addressing these dynamic aspects is essential to develop robust
certification practices that can keep pace with the evolving nature of AI (Benjamin
Fresz et al., 2024).

3.1 Certification Catalogues

CEN, CENELEC and ETSI are leading European standardization bodies, they bridge
the gap between EU regulations and practical certification frameworks designed
to evaluate and certify Al systems. They integrate these guidelines with European
legislative priorities, and ensure consistency across the European standardization
landscape (Hadrien Pouget, 2024). Several organizations have created catalogues
and guidelines to evaluate, test, and certify Al systems. Prominent examples in-
clude the Fraunhofer AI Assessment Catalogue by Poretschkin et al. (2023), the
white paper “Trusted Artificial Intelligence” from TUV Austria and Johannes Ke-
pler University Linz by Winter et al. (2021), and the white paper “Auditing Machine
Learning Algorithms” by the Supreme Audit Institutions of various countries (SAI-
FI-DE-NL-NO-UK, 2023). These frameworks provide distinct methodologies and
list criteria to certify Al applications, addressing aspects such as fairness, auton-
omy and control, transparency, reliability, safety and security, and data protection.
This work has its focus primarily on the Fraunhofer Certification-Catalogue and
how it applies to an Al system.

3.1.1 Fraunhofer Al Assessment Catalogue

The Fraunhofer Al Assessment Catalogue describes the important role of quality
assurance in artificial intelligence (AI) as they become increasingly integrated into
various sectors of society. The paper emphasizes the necessity of implementing
stringent quality standards to ensure Al systems are reliable, safe, aligned with
societal values and compliant with the law, particularly in sensitive application
contexts (Poretschkin et al., 2023). The paper identifies several key challenges in
assessing and ensuring Al quality. These include the complex value chain involved
in Al development, the intricate nature of Al systems, and the difficulty in compre-
hending the inner workings of Al models. The paper argues that these challenges
necessitate a systematic approach to quality implementation in Al development
and highlights the importance of unbiased expert assessment in establishing trust
in Al applications. A significant focus of the catalogue is on the operationaliza-
tion of quality requirements for Al The paper recognizes that although there are
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established guidelines for reliable Al, the specifics of how they can be practically
applied remain mostly unclear. It references the European Commission’s draft reg-
ulation on Al, which mandates conformity assessments for high-risk Al systems,
and discusses the need for specific, quantifiable criteria for assessing Al quality.
The paper proposes a risk-based Al assessment approach and introduces an Al
assessment catalogue. This catalogue provides a structured approach for certify-
ing Al applications across six dimensions of trustworthiness: fairness, autonomy
and control, transparency, reliability, safety and security, and data protection. The
proposed framework aims to complement existing assessment approaches by of-
fering a more concrete procedure for developing safeguarding arguments for Al
applications. It tries to support developers and operators of Al systems in meeting
regulatory requirements. The information it provides can be used create technical
documentation for a conformity assessments. It introduces a Step-by-step process
that this work uses when trying to certify an Al System.

3.1.2 Trusted Artificial Intelligence: Towards Certification of
Machine Learning Applications

This White paper published by TUV Austria and Johannes Kepler University Linz
wants to outline a structured approach to certifying machine learning applications
(Winter et al., 2021). It describes key ML principles and discusses relevant aspects
and challenges in the context of certification. It emphasizes that while ML systems
are complex, they are not black boxes, but rather white boxes whose operations can
be analysed in detail. The authors highlight the risks associated with the improper
use of ML techniques, especially given the proliferation of user-friendly ML tools.
They also stress the importance of proper scientific methodologies when creating
and operating such systems. The paper introduces a certification approach for ML
applications, focusing initially on supervised learning tasks with low-risk poten-
tial. Part of an audit catalogue is presented, as a foundation for this certification
process. It is designed to be refined and expanded based on practical experience
and scientific developments. The key aspects this paper focuses on are technical
aspects, such as evaluating the technical robustness and reliability. It also focuses
on ethical considerations and cybersecurity measures that need to be taken. The
paper presents a summary of the certification framework created by TUV Austria,
intended to offer comprehensive instructions for evaluating Al systems across var-
ious aspects. However, the actual catalogue is not publicly accessible, which means
it can’t be directly used to certify an Al model. However, it can serve as a reference
point, that highlights key areas to consider during the certification process.
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3.1.3 Auditing Machine Learning Algorithms

A collaboration of European public auditing institutions released this White pa-
per. It describes the increasing use of AI/ML in public services, which necessi-
tates new certification methodologies (SAI-FI-DE-NL-NO-UK, 2023). It identifies
several risks, including an over-focus on numeric metrics at the expense of com-
pliance and fairness, miscommunication between product owners and developers,
over-reliance on external expertise, and uncertainty regarding personal data use.

To address these challenges, the paper proposes a certification framework cover-
ing the entire Al application lifecycle. The audit areas focus on data understanding,
model development, performance, and ethical considerations such as explainabil-
ity and fairness. The paper emphasizes the need for auditors to develop specific
competencies in ML principles, coding languages, and cloud-based infrastructures.
To aid in this process, the paper introduces a helper tool, in the form of an Excel
Sheet. It is meant for auditors to prepare and conduct Al audits efficiently. The
authors stress that specialized knowledge and skills are required for ML certifica-
tions. They emphasize that the proposed audit catalogue and helper tool should be
continuously refined and updated. Ultimately, this paper aims to provide guidance
and good practices to enable auditors to navigate different parts of the certification
process, helping them prepare and execute certifications effectively.

10
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To undertake a certification process, the first requirement is a system that either
requires certification or is eligible for it. The system should incorporate an Al
component, ideally leveraging machine learning techniques. Furthermore, it is es-
sential that the Al component is integrated within a larger, comprehensive system,
as certifications are typically applicable only to entire systems rather than isolated
components. Specifically, the Fraunhofer Certification Catalogue mandates a well-
defined assessment object, which can only be established when the AI component
is part of a larger, integrated system (Poretschkin et al., 2023).

Addressing these challenges involves identifying and selecting a suitable system
that meets these criteria. This system must not only include a machine learning-
based Al component but also demonstrate a level of complexity and integration
that warrants a certification. The objective is to find a system where the Al com-
ponent plays a critical role in the overall functionality, thereby making the certifi-
cation process relevant and meaningful.

In essence, the aim is to identify a system that incorporates a machine learning
Al module within a broader architecture.

4.1 Decision to Use EmoPy Framework and RIOT
Project

After careful consideration, the decision was made to use the EmoPy Frame-
work (Angelica Perez et al., 2021) and its implementation within the RIOT Project
(Thoughtworks, 2018a) for this certification study. Several key factors influenced
this choice, ensuring that both the framework and the project are well suited for
the certification process.

Firstly, the relevance to the EU Al Act played a significant role in the decision-
making process. Emotion recognition, the primary focus of the EmoPy Frame-
work, is potentially covered under the EU AI Act. Although open-source models
like EmoPy are generally not covered by this regulation, such a system could be
covered if it was brought to market.

11
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Another critical factor was the open-source nature and transparency of EmoPy.
EmoPy is fully open-source, which enables a in-depth look into the technical de-
tails and makes the system fully transparent, which should make the certification
process possible. The codebase of EmoPy is relatively small and manageable, mak-
ing it easier to understand and verify. Yet, it is sufficiently large to make a certifica-
tion worthwhile. Additionally, the framework is well-documented, with multiple
articles and resources that describe the model selection process. This level of doc-
umentation is critical for certification, as it provides clear insights into the design
and functionality of the model, facilitating a thorough evaluation. While solid
documentation is essential for any certification, in this particular case study, it is
especially critical because there is not an active company or team of developers
working on the project, as one would expect in a real-world scenario. Although
there is not an active development team for ongoing support, contacting Angelica
Perez, the author of the EmoPy framework articles and its lead developer, proved
beneficial as she kindly addressed questions about the framework and the RIOT
setup, somewhat mitigating this drawback. Other than that, all necessary infor-
mation for certification must be extracted from the provided documentation. This
presents a limitation compared to a standard certification process, where ongoing
interactions with active developers are commonplace.

From a technical perspective, the suitability of the EmoPy Framework for a sam-
ple certification was also a major consideration. The framework is well-suited to
the certification process due to its technical characteristics and the comprehensive-
ness of its documentation. Moreover, the integration of EmoPy within the RIOT
Project provides a complete system context, which is essential for certification.
Validating standalone machine learning models can be difficult with traditional
certification catalogues. But the RIOT Project provides a comprehensive setting
where the Al component is integrated into a broader system. This integration is
crucial, as a certification typically applies to a entire systems rather than individual
components.

The decision to use the EmoPy Framework and the RIOT Project for this cer-
tification study was driven by all these factors. The potential relevance to the
EU AI Act, it being open-source and therfore transparent, and the suitability of
the framework for a sample certification all contributed to make this choice. The
comprehensive system context provided by the RIOT Project further strengthened
the decision, ensuring that the certification process can be conducted effectively
and comprehensively.

It’s important to note that both projects and their combination were not origi-
nally intended for certification by their creators. However, they serve well for this
academic exercise, as the focus is on the certification procedure rather than the
system’s quality or real-world applicability.

12
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4.2 Brief Overview of the EmoPy Framework

The EmoPy framework provides multiple neural network architectures for facial
expression recognition, including ConvolutionalNN, TransferLearningNN, and
ConvolutionalLstmNN. These architectures vary in complexity, with the Convolu-
tionalNN being the simplest and TransferLearningNN (using Google’s Inception-
v3) being the most complex. The authors experimented with different architec-
tures and found that the ConvolutionalNN has the best overall performance (Perez,
2018a). The EmoPy README file suggests using two publicly available datasets for
training and evaluation: the Microsoft FER2013 dataset and the Extended Cohn-
Kanade dataset. The FER2013 dataset contains over 35,000 facial expression im-
ages across 7 emotion classes, while the Cohn-Kanade dataset contains 327 facial
expression sequences. To increase the size and suitability of the training and val-
idation datasets, the authors used data augmentation techniques (Angelica Perez
et al., 2021).

The neural networks in EmoPy are trained on the training set and evaluated on
a separate validation set. The training process involves iteratively adjusting the
network weights to minimize the loss between the predicted and labelled emotions.
First, the training process involves splitting the dataset into training and validation
sets. To mitigate overfitting, the authors monitored the gap between training and
validation accuracy. This approach aims to avoid overfitting and ensure the model
generalizes well by using validation data not seen during training. Performance
is measured using training and validation accuracy. Confusion matrices are also
used, which visually represent misclassification rates to help refine the models.
Cross-validation against multiple datasets ensures the model’s generalizability.

The authors tested the neural network architectures on various emotion classi-
fication tasks and reported their performance. The ConvolutionalNN model was
found to be the best performer, achieving over 90% accuracy on some emotion
subsets. Confusion matrices were also used to gain insight as to how to improve
the models (Perez, 2018a). The key goals of the EmoPy project are to provide free,
open-source, and easy-to-use facial expression recognition capabilities, and to ad-
vance research in this field by making the models and datasets publicly available.
All the sources used are collected in the Appendix: The Facial Emotion Recogni-
tion System.

4.3 Brief Overview of the RIOT Project

RIOT is a live-action film that dynamically responds to emotions, utilizing facial
emotion recognition technology to guide viewers through an ongoing dangerous

13
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Figure 4.1: RIOT Installation in New York 2018. This image shows the RIOT
Art installation in New York City in 2018. One participant is standing
in front of the screen watching the experience. (Perez, 2018a)

riot. The experience allows the audience’s emotions to drive the narrative of the
film in real-time (Thoughtworks, 2018a). The project began during artist Karen
Palmer’s 2017-2018 residency at Thoughtworks, where a new iteration of the emo-
tion analysis engine and RIOT user experience was developed. The RIOT installa-
tion has been showcased at various events and festivals.

The RIOT experience uses the EmoPy framework and emotion recognition
model, that was trained with it, in its emotion recognition system to respond to
the participant’s emotional state during the live-action film sequence. The charac-
ters and narrative adapt based on the viewer’s detected emotions, creating an im-
mersive, multisensory experience that enhances the player’s cognitive skills and
self-awareness according to its creators (Palmer, 2016). The System setup can be
seen in the Image 4.1. A participant will stand in front of the screen and watch
the experience. In different intervals, the mounted webcam will be used to cap-
ture the person’s face and predict the person’s emotion. According to the emotion
detected, the film will proceed differently, making the experience interactive.
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4 Facial Emotion Recognition - AI Application

4.4 The complete Al application

For the purpose of this sample certification, the RIOT installation is used as a com-
plete system context for the certification process. However, the EmoPy framework,
which uses machine learning to detect emotions, plays a significant role as the core
system in this installation. The focus of this certification process is on certifying
the Al system used within the RIOT context. While the surrounding code, setup,
and information that make up the entire art installation are relevant because the
Al system cannot be certified independently of these components. There are some
shortcomings with this approach, as not all the needed information is available.
There are some details regarding this in the Approach section. However, this ap-
proach still allows for an exploration of the certification process while acknowl-
edging the limitations and academic nature of the exercise. The following sections
will delve into the specific certification procedures applied to this facial emotion
recognition system. A complete overview of all resources that are used for certi-
fication of this system is given in the Appendix: The Facial Emotion Recognition
System.
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5 Approach

The general approach of this thesis is to apply the Fraunhofer AI Certification
Catalogue to an existing Al system in order to explore and evaluate the certification
process. The chosen Al system is the facial emotion recognition component of
the RIOT art installation, which utilizes the EmoPy framework. This system was
selected by the author because it is open-source and seems to be well-documented.
Itis also integrated into a larger application context, and it is potentially covered by
the EU Al Act, as discussed in Chapter 4. The Fraunhofer Catalogue was chosen as
the primary certification framework for this study due to its comprehensive nature
and full public availability. It provides a structured approach to Al certification,
covering multiple dimensions of risks. The certification process, as outlined in the
Fraunhofer Catalogue, involves several key steps:

1. First Step: Get an overview of the System (Al Profile (PF)) and define the
Al-System and the boundaries to the surrounding system

2. Second Step: Define the life cycle of the Al application

3. Main Step: Get an overview over all the risk dimensions

a) Protection requirements analysis: Determine which risk dimen-
sions apply

b) Risk Analysis: For each applicable dimension:
i. Risk analysis and objectives
ii. Criteria for achieving objectives
iii. Measures
iv. Overall assessment of a risk area
v. Summary of each dimension
vi. Cross-dimension assessment

4. Drawing conclusions and making a certification decision based on the suc-
cess of the cross-dimensional assessment
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5 Approach

After conducting the certification process with the Fraunhofer catalogue, con-
clusions will be drawn regarding the challenges encountered throughout the pro-
cess. Several key aspects of the certification process will be addressed in this anal-
ysis. It will explore the challenges faced in selecting an appropriate Al application
for certification. The discussion will then look at how well the Fraunhofer cer-
tification process worked for this specific case, highlighting strengths and areas
for improvement. Furthermore, a comparative analysis will be presented, examin-
ing how the other two introduced catalogues differ from the Fraunhofer approach
and how they could potentially enhance or complement the certification process.
Lastly, this study will examine the limitations of this approach. Including what
the constraints of the chosen Al system and the certification catalogue are, and
if the findings are applicable to other AI applications and certification scenarios.
This comprehensive analysis will provide valuable insights into the practical im-
plementation of Al certification processes and contribute to the ongoing discourse
on Al certification.

5.1 Before the certification process

Before beginning the actual certification process, several preparatory steps were
taken. First, the Al application was selected. The GitHub repository of the EmoPy
project was forked and work was done to find the correct dependencies to allow
for a detailed examination of the codebase. An extensive research phase followed,
focusing on both the EmoPy framework and the RIOT installation. This research
culminated in the creation of a comprehensive document basis, which is included
in the Appendix (The Facial Emotion Recognition System) of this thesis. This basis,
that combined elements of both the EmoPy framework and the RIOT installation,
was created to facilitate the certification process. This step was necessary to pro-
vide a complete system context for certification, as certifying standalone machine
learning models can be challenging with the Fraunhofer certification catalogue and
would be markedly different to a real-world certification. During this preparation
phase, it became apparent that certain information gaps existed in the original
documentation. To make the certification process feasible, some assumptions and
additional details had to be filled in. These additions were based on reasonable
interpretations of the available information and common practices in Al develop-
ment. These additions were minor in scale and kept to the bare minimum, to be
able to do a certification.
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5 Approach

5.2 Al Profile

The first formal step in the certification process was to complete the Al Profile, as
specified in the Fraunhofer Catalogue. This step was straightforward because of
the thorough research conducted in the preparation phase. The Al Profile provided
a structured overview of the system’s functionality, intended application context,
and key characteristics. The completed Al Profile is in the Appendix: Al Profile.

5.3 Life Cycle of the Al Application

Following the AI Profile, a life cycle overview was conducted. Although not ex-
plicitly stated as a distinct step in the Fraunhofer Catalogue, the author considered
it beneficial to gain a thorough understanding of the Al system’s development and
operation stages. The Al life cycle is described as all the stages an Al system un-
dergoes, from planning and development to deployment, operation, ongoing main-
tenance and potentially continued model training, ensuring trustworthiness and
compliance throughout its use. The questions for this life cycle overview were
adapted from a table in the Fraunhofer Catalogue, covering aspects such as data
acquisition, model development, and operational considerations. The Al life cycle
analysis is in the Appendix: Al life cycle.

5.4 Protection Requirement Analysis

The protection requirement analysis is an important first step in the certification
process, as it identifies the risk dimensions that require more in-depth analysis.
This analysis involves evaluating the potential impact of the Al system across var-
ious dimensions such as fairness, reliability, and data protection. The analysis
can be seen in the Appendix: Protection Requirement Analysis. All dimensions
were examined and multiple were found, that are of medium or high risk. For the
purposes of this work, only two of the required risk dimensions were selected for
detailed risk analysis: reliability and fairness. This selection was made to focus the
study and manage the scope of the certification process within the constraints of
a bachelor thesis. Exploring those two dimensions is also sufficient to understand
the certification procedure and draw according conclusions.
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5 Approach

5.5 Risk Analysis

The risk analysis forms the core of the certification process. This step consisted
of working through a questionnaire provided in the Fraunhofer Catalogue. The
questions addressed different aspects of the selected risk dimensions. For each di-
mension, the analysis covered topics such as data quality, model design, testing
procedures, and operational considerations. Following the individual dimension
analyses, a cross-dimensional assessment was conducted to identify any potential
trade-offs or interactions between the examined dimensions. This step is impor-
tant to ensure a complete understanding of the Al system’s performance and risks.
This can be seen in the Appendix: Risk Analysis.

The challenges encountered during this certification process are described in
detail in the next chapter, Findings. Based on these experiences, conclusions are
drawn. Additionally, comparisons with two other certification catalogues are dis-
cussed to provide a broader perspective on Al certification methodologies.
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6 Findings

The certification of the chosen facial emotion recognition system was performed,
and the results can be seen in the Appendix. The core of the certification with
the Fraunhofer Catalogue is the Protection Requirement Analysis and the Cross-
dimensional assessment. Performing the certification allows this thesis to high-
light challenges that arise from using this certification approach in general. But it
also shines a light on issues that make a work such as this one more difficult, such
as finding a suitable Al system to certify in the first place. This work did not prove
that the system is compliant with today’s regulations, it also never intended to.
The certification itself did not look at all necessary dimensions to be able to fully
certify the system. The conclusion of the certification suggests, that not even all
the dimensions that were closely examined are sufficient for a certification (Risk
Analysis). In a real certification scenario, these shortcomings would be communi-
cated to the development team, to address the issues and allow the system to be
certified. If full certification were feasible, the process would demonstrate the Al
system’s compliance with specific standards that are outlined in the Fraunhofer
Catalogue. All the challenges and potential improvements that were found are
described in the following paragraphs.

6.1 Selecting the Al-System

In a conventional certification scenario, the process of selecting an Al system for
certification is usually not a consideration, as the system to be certified is predeter-
mined by the organization seeking certification. However, for the purposes of this
work, the selection of an appropriate Al system represented a crucial first step that
significantly influenced the subsequent certification process and what can poten-
tially be learned from it. The selected system provided a mostly robust foundation
for the certification effort. Its existing application context, and good documenta-
tion of both the Al model and its surrounding system, enabled meaningful progress
through the certification process. During the certification process, the importance
of considering both technical factors and solid documentation when choosing an
Al system for certification became evident.
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6 Findings

6.1.1 Initial Considerations and Challenges

The selection of an appropriate Al system requires careful consideration of mul-
tiple interconnected factors. While an initial approach might suggest identifying
and selecting a standalone AI model or neural network, this proves insufficient
when considering the comprehensive requirements of a certification processes.
Particularly, the Fraunhofer catalogue that was primarily used in this thesis, takes
an extensive look at how to define the system exactly and how to define the bound-
ary to other software components. This cannot be done with a standalone Al
model.

6.1.2 Context and Embedding Requirements

The certification process inherently demands a broader contextual framework than
what might be immediately apparent. Rather than existing in isolation, the Al sys-
tem must be embedded within a larger operational context and demonstrate clear
use case applications. While it would be theoretically possible to construct ar-
tificial use cases for the certification purpose, such an approach could result in
a suboptimal certification scenario. In this research, the selection process bene-
fited from identifying a system that already possessed an established real-world
application context. This characteristic proved invaluable, as it enabled a more
natural translation into a certifiable system, providing the necessary surrounding
information to support a comprehensive certification approach. The existence of
this practical context significantly enhanced the certification process’s authentic-
ity and relevance.

6.1.3 Documentation Requirements

Documentation emerges as another critical factor in the selection process, oper-
ating on two distinct levels. First, the Al model itself must be thoroughly docu-
mented, providing technical specifications and operational parameters. Second,
and equally important, the surrounding system infrastructure must be compre-
hensively documented to make certification feasible. This documentation require-
ment significantly narrows the field of suitable candidates for certification studies.
A particular challenge encountered in this work relates to the absence of a devel-
opment team. When selecting an existing model for certification, there is typically
no active development team invested in the certification process. This situation
creates a significant constraint. It is not possible to request additional documen-
tation or engage in an iterative process with developers to enhance the existing
documentation. Consequently, the available documentation must be sufficiently
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comprehensive from the outset, as it is not possible, to supplement or clarify in-
formation gaps that might emerge during the certification process.

6.2 The Certification Process

The Fraunhofer catalogue was used as the primary basis for this certification due
to its comprehensive and detailed nature. While other catalogues were consid-
ered, such as the TUV catalogue, they presented significant limitations. The TUV
catalogue’s incomplete publication made it unsuitable to use for certification. The
Auditing Machine Learning Algorithms catalogue, while fully published and po-
tentially suitable for certification, employs a substantially different approach com-
pared to the Fraunhofer catalogue. Its less step-by-step nature potentially presents
additional challenges for those with limited certification experience.

6.2.1 Challenges During Certification
The system’s documentation

The certification process encountered several key challenges. One fundamental
challenge is, that the system’s documentation was never originally intended for
certification purposes. The nature of the development also never called for exten-
sive and detailed documentation. This limitation created occasional gaps in doc-
umentation that would have been essential for a complete certification. In some
instances, adequate substitutions were made beforehand to have a more realistic
certification scenario. The documentation of a system is key for a certification.
Choosing a publicly available system, that was not intended for certification, has
its shortcoming. This makes a sample certification, such as the one that has been
attempted here, more difficult and potentially less meaningful.

No active development team

The absence of an active development team emerged as a critical limitation in the
certification process. Without ongoing development support, it was impossible to
implement the typical feedback loop where certification findings would normally
lead to documentation improvements and system adjustments. In a standard cer-
tification scenario, identified gaps or shortcomings can trigger an iterative process
of enhancement, with the development team actively working to make the sys-
tem more certifiable. However, in this case, the system had to be evaluated purely
on its existing documentation and state. Therefore, there would have been only
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two possible outcomes: either certifiable or not certifiable with the available ma-
terials. This limitation was further complicated by the fact, that the system was
originally developed several years ago, and the entire development team moved
on from the project. The lead developer generously provided time to answer ques-
tions. But because the project is old, this means that certain details had become
less accessible or clear over time. This combination of inactive development and
the system being old created a static evaluation scenario, rather than the dynamic,
iterative process that typically characterizes successful certification efforts where
development teams actively work towards certification compliance.

6.2.2 Specific Observations on the Fraunhofer Catalog

The implementation of the Fraunhofer catalogue revealed several notable charac-
teristics and challenges. The catalogue’s documentation-centric approach makes it
nearly impossible to use for code-only projects, as it focuses exclusively on docu-
mentation rather than direct code examination. While code can inform the certifi-
cation process and documentation creation, the catalogue never directly addresses
or describes code. The catalogue’s high specificity and detail provide comprehen-
sive coverage, reducing the likelihood of overlooking critical aspects. However,
this thoroughness occasionally results in similar or nearly duplicate questions, in-
creasing the time required for certification completion. The strong documentation
focus means less direct attention to mathematical or technical system operations.
While the neural network structure remains important for documentation pur-
poses, it is examined only implicitly rather than explicitly. This approach can be
advantageous when dealing with proprietary information, as documentation alone
might suffice for a potential certification. A particular strength of the Fraunhofer
catalogue lies in its clear differentiation between the Al model, system, and em-
bedding code, which proves crucial in determining certification scope and require-
ments. This distinction helps ensure appropriate certification coverage.

TUV Catalogue

One notable limitation of the Fraunhofer catalogue is the lack of guidance on how
to answer the posed questions. In this regard, a more technology-centric catalogue
like TUV’s could provide valuable complementary guidance. The TUV catalogue,
despite its publication limitations and restricted focus on machine learning and
supervised learning systems, offers useful insights into the technical aspects of
ML systems operations.
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Auditing Machine Learning Algorithms Catalogue

The Auditing Machine Learning Algorithms Catalogue presents a markedly dif-
ferent structural approach compared to Fraunhofer’s. Its topic-based organization
consolidates related questions — for instance, grouping all data-related questions
together — contrasting with Fraunhofer’s distributed approach where data-related
questions appear across various subsections. This structural difference compli-
cates the potential combination of these catalogues. However, the auditing cata-
logue’s reduced duplication could potentially streamline the certification process.

6.3 Learnings

The certification process revealed several significant insights regarding both
methodological approaches and practical certification challenges.

6.3.1 Catalogue-Specific Observations

The Fraunhofer catalogue, while demonstrating robust effectiveness, revealed both
strengths and limitations in practical application. Its exhaustive and detailed na-
ture ensures comprehensive coverage but is time intensive. This thoroughness,
while beneficial for certification rigour, needs to be balanced against practical
time constraints in real-world scenarios. The evaluation of alternative catalogues
provided additional insights. The TUV catalogue’s incomplete publication status
rendered it unsuitable for standalone certification efforts. The Auditing Machine
Learning Algorithms catalogue showed promise for certification purposes, poten-
tially offering a more streamlined approach compared to the Fraunhofer method-
ology. However, its less structured nature suggests a need for deeper Al system
expertise. But it might potentially be a faster certification process while maintain-
ing quality standards.

6.3.2 Limitations

Several key limitations emerged during the certification process. The absence of
an active development team is limiting, as it prevented the implementation of
the typical feedback loop essential for certification refinement. This limitation
transformed the certification process into evaluation rather than an iterative im-
provement process, highlighting the importance of ongoing development support
for successful certification efforts. Documentation gaps could not be addressed
through subsequent submissions. This emphasized the importance of comprehen-
sive initial documentation of the chosen system.
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Any potential future sample certification of systems that are not actively devel-
oped should keep this in mind and a system with the most comprehensive docu-
mentation should be chosen.

6.3.3 Recommendations for future Sample Certifications

The experience gained from this study suggests several crucial considerations for
future certification efforts. For model selection, emphasis should be placed on iden-
tifying Al systems that exist within a broader application setting with surrounding
code. The Al system itself, as well as the application setting and surrounding code,
should be extensively documented. The ideal certification candidate should have
an active development team willing to engage in the certification process.

A practical recommendation that emerged from this study was the value of cre-
ating a centralized archive of all available information and documentation before
initiating the certification process.

6.3.4 Recommendations for Real-World Applications

The findings from this research yield several practical recommendations for real-
world certification implementations. The Fraunhofer catalogue, while highly de-
tailed and extensive, requires significant time investment for thorough completion.
However, its precision and comprehensiveness make it a valuable tool for certifi-
cation processes. Particularly noteworthy are the initial sections of the catalogue,
specifically the Al lifecycle overview, which prove especially effective in providing
certifiers with comprehensive insights into the Al system’s general functionality.
This initial overview serves as an excellent starting point for any certification pro-
cess. While the Auditing Machine Learning Algorithms Catalogue was not exten-
sively examined in this work, its different structural approach suggests potential
for more efficient certification processes, potentially offering certifiers a faster way
to system certification while maintaining appropriate quality.
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7 Conclusion

This research into the practical application of Al certification catalogues yielded
significant insights regarding both the capabilities and limitations of current cer-
tification approaches, and what the shortcomings of certifying an open-source
Al system are. The implementation of the Fraunhofer AI Assessment Catalogue
demonstrated its effectiveness as a comprehensive certification tool, particularly in
its systematic approach to evaluate Al systems. It also suggests, that the approach
is at times bulky and time-consuming in some areas. Other approaches and certi-
fication catalogues could be considered, to potentially streamline the process. The
certification process highlights the critical importance of complete system doc-
umentation and active development team engagement. The absence of these el-
ements can negatively impact the certification itself and can lead to certification
infeasibility. During the certification attempt, it became clear which characteristics
an Al system must possess to be able to adequately certify a system. Before select-
ing a public Al system for a sample certification, consideration should be given
to factors like thorough documentation and accessibility to the development team.
These findings directly addressed the initial research objectives by identifying use-
ful aspects of this certification approach and some that could be improved. It also
provides practical insights into the certification process and its limitations. Future
work in this field could focus on developing more flexible certification method-
ologies that can accommodate various system states and development scenarios,
while allowing for a faster certification process.
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The Facial Emotion Recognition
System

This serves as an overview of all the available information and documentation of
the System that this work certifies. All the Information that is listed and quoted
here is treated as documentation for the certification process. To make the cer-
tification feasible, some assumptions and additional details are filled in. These
additions are based on reasonable interpretations based on the following docu-
mentation.

1 RIOT Installation

« GitHub Repository of the RIOT Art Installation (Thoughtworks, 2019)
« Article on the RIOT Art Installation (Thoughtworks, 2018a)
« TED Talk on the RIOT Art Installation (TED Residency, 2018)

o Article that describes different Art Installations (one of them is the RIOT Art
Installation) (Thoughtworks, 2018b)

o Article on Karan Palmer (the artist behind the RIOT Art Installation)
(Thoughtworks, 2017)

« Short description of the RIOT Art Installation by Karan Palmer (Palmer,
2016)

« Video that showcases and describes the RIOT Art Installation (Karen Palmer,
2017)

2 EmoPy Framework

« GitHub Repository of the EmoPy Framework (Angelica Perez et al., 2021)
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The Facial Emotion Recognition System

« Article describing the EmoPy Framework and technical decisions that were
made in more detail (Perez, 2018a)

« Article describing in more detail decisions that were made regarding the
architecture of the Emotion Recognition model (Perez, 2018b)

« Python Documentation of the EmoPy Framework (Team, 2017)
« GitHub Repository of the FER+ Dataset (Microsoft, 2023)

« Extended Cohn-Kanade Dataset (Cohn, 2024)

3 The Al Application that is certified

To make the certification process feasible, these are the assumptions that were
made:

« The AI Application is not the entire RIOT Art Installation, but only the sys-
tem subset that receives centred images from the webcam and returns the
emotion predictions

« Since the pretrained model and the target emotions used during training are
not disclosed, it is assumed that the EmoPy ConvolutionalNN model is used
without any alterations. Furthermore, that the target emotions are anger,
fear, calm, surprise. It is presumed that the model with these features that
is discussed in one of the articles with the according confusion matrix is the
model that is used in the installation.

« AllItems that are listed above are treated as if they are proper documentation
of the system. Even items that are articles or videos are treated as if they are
written usable documentation.
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Al Profile

All questions and descriptions of the Al Profile are taken as is from the Fraunhofer
Certification Catalogue (Poretschkin et al., 2023). All the answers and descriptions
are given by the author of this work and are always written inside the black boxes.
The answers provided here are intentionally kept short because the approach of
this work doesn’t require more detail, making the process more streamlined. In
a real certification scenario, however, the answers would typically be longer and
more detailed.

Functionality and intended application context (FA) [PF-T-FA-01] Describe the task
and/or functionality of the Al application. Also explain the following points while
doing this:

« Which problem does the AI application solve? (What exactly does it "do"?)
« What input data is provided and of what type is it?

« What are the outputs of the Al application and of what type are they?

The Al system is a crucial component of the RIOT Installation, responsible for per-
forming emotion recognition and providing the primary classified emotion back to
the wider system. It addresses the challenge of automatically identifying the user’s
emotion at specific moments and intervals during the video playback of the instal-
lation. The Al system receives a 48x48 pixel image from a webcam as its input.
The webcam is positioned in front of the user, who is illuminated by two lights,
and the image is pre-centered by a different software component. The output con-
sists of three recognizable emotions (anger, fear, calm) along with their respective
prediction percentages. The emotion with the highest percentage is used, in the
wider system, to choose the corresponding video clip.

[PF-T-FA-02] Describe in more detail the intended application context and oper-
ating environment of the Al application. Also explain the following points while
doing this:
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Al Profile

« Is the Al application embedded in a larger surrounding system? If this is the
case, describe the relationship and interaction between the Al application
and the larger surrounding system. In particular, outline the interfaces.

« To what extent are humans involved in operating or supervising the Al ap-
plication?

The Al system is used in the RIOT Installation. It is a responsive, live-action film
that uses facial expressions to navigate through a film sequence. The installation
is in some sort of ART Installation indoors. The user stands in front of a screen
with a webcam mounted in front of the user. The users’ face is also illuminated
by lights. Influence by outside lights or other interferences, that could disturb the
Al system are managed, and within specification. The Al system is used within
this wider system. The primary interactions are receiving the preformatted image
from this wider system and returning the emotions with the according recognised
percentages. The emotion with the highest emotion will be used to select the next
film clip. Humans are not involved in the system during the film experience. Hu-
mans might be involved, showing users where to stand and what to expect. During
the experience, the system is completely autonomous.

[PF-T-FA-03] What are the requirements for the AI application
in terms of regulatory affairs, economic feasibility and avoiding
possible material and non-material risks (e.g., functional safety,
IT security, personal rights) in the intended application context?
Given that the Al application plays a crucial role in shaping the user experience,
it is vital that the system operates flawlessly to ensure the interaction is not com-
promised. While the primary risk to the user is minimal — resulting mainly in
less accurate emotion recognition that might lead to a different narrative path in
the interactive film — the overall experience may be diminished. A more signifi-
cant concern lies in the potential risks associated with capturing the user’s face via
the webcam. If this data were to be stored or sold, it could infringe on the user’s
privacy and rights.

[PF-T-FA-04] In which other application contexts is the AI application
conceivable? = And in which application contexts or operating environ-
ments related to [PF-T-FA-02] should the Al application not be used?
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The AI application is conceivable in multiple other applications. Some examples
could be emotion recognition by a TV of its audience and maybe using this data
to drive advertising. Other applications might be in automotive settings, like to
recognise a driver’s emotion and maybe warn the driver to take a break from driv-
ing. Importantly, the Al system has primarily been tested in situations where the
user is centred and looking directly at the camera. Moreover, the impact of light
exposure, for example from the sun on the outside, could make the system unreli-
able and the system should not be used in those situations.

[PF-T-FA-05] Is there any other important information about the
functionality of the AI application or its operating environment?

’ All the important information is already mentioned above.

Structure of the Al application (ST) [PF-T-ST-01] Describe the structure of the Al
application. To do this, outline:

« A list of the most important components (Al component, other software
modules) and the specification of their functionalities,

« The architecture of the Al application and how the individual components
interact with each other.

The AI application has at its core a pretrained Machine Learning model. This
model is loaded and used to make the emotion prediction. Keras is used to load
and execute the pre-trained machine learning model. The image that the model has
to classify is captured by a webcam, the embedding captures the image and makes
it available to the Al component. The image is then prepocessed and transformed
to the size of 48x48 pixels and the correct dimensions. This image in the form of
an Array is given to the ML model and classified. The classification result is given
in three percentage values, one for every recognizable emotion. This result is the
output of the Al system and is then used by the wider system.

[PF-T-ST-02] Describe the Al component in more detail. In doing so, provide the
following information:

« On which ML model or learning algorithm is the Al application based?

« Does the Al component learn in operation continuously, at regular intervals
or by initiating retraining?
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The ML model was created and trained using the EmoPy framework. A Con-
volutional Neural Network architecture was used with multiple convolution and
polling layers. Multiple other architectures were tested, but the ConcolutionalNN
had the best performance, for the given task. The Al component does not learn in
operation continuously. It is pretrained and used as such. Using a new and updated
model, would require complete retraining and testing by the developers.

[PF-T-ST-03] Are there any other important
points about the structure of the Al application?

’ All the important information is already mentioned above.
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Al life cycle

This section should give an overview of the life cycle related risks for the Al
system. All questions and descriptions are taken as is from the Fraunhofer
Certification Catalogue (Poretschkin et al., 2023). All the answers and descriptions
are given by the author of this work and are always written inside the black boxes.
The answers provided here are intentionally kept short because the approach of
this work doesn’t require more detail, making the process more streamlined. In
a real certification scenario, however, the answers would typically be longer and
more detailed.

What are data related risks, particularly considering the following aspects?
« Acquisition, selection
« Labelling

« Pre-processing (cleansing, enriching, etc.)

The data that is needed for training and validation is critical to the ML model’s per-
formance and its characteristics. During development, two datasets were used: the
Microsoft FER+ dataset and the Extended Cohn-Kanade dataset. Finding enough
open-source data proved challenging, as most large emotion datasets are not pub-
licly available. The provided datasets were already labelled. It is challenging to
find data that is both diverse and reflects the user base. The datasets lacked labels
for gender, age or ethnicity, which is advantageous as the model cannot use such
characteristics to affect predictions unfairly. However, this also complicates testing
the system across these particular features. Pre-processing was also used, as not
all images in the dataset were used for training. Furthermore, data augmentation
was used to great effect, improving the prediction accuracies.

What are related risks during development, particularly considering the following
aspects?

« Design of Al component
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Al life cycle

« Optimization (training)
« Testing

« Design of embedding

The design of the Al component is essential to achieve high accuracy and reliabil-
ity. During development, multiple different ML model approaches and structures
were used and tested. The Convolutional Neural Network had the best perfor-
mance was therefore used. The training of the model was done multiple times
with different subsets of the datasets and with different target labels. Models that
had seven target emotions as output would perform worse, than models that only
needed to distinguish between three emotions. As only three target emotions were
needed for the wider system, this made finding a suitable model easier. Testing was
done with a separate dataset, that was not used during training. An Accuracy mea-
sure was used for the training and test data, to see how well the model performs.
The accuracy shows how well the neural network predicts emotions from its train-
ing data. A confusion matrix was also used to further study misclassifications of
the trained models during the model testing. The behaviour of the model in the
wider system was also important. Cantering the webcam image on the users’ face
and good lighting are important for the performance.

What are related risks during operation, particularly considering the following
aspects?

« Monitoring
+ Adjustment/Feedback
« Further learning

« Concept/Model drift

During operation, the system works autonomously. There is no human feedback
or check in place, as a human assessment would also be too slow in the film setting
to make a prediction or correct the model’s decision. If the Al system’s prediction
is wrong, the interactive experience continuous but on a different story path. This
could lead to a degraded experience for the user. The model does not do further
learning and is “as is” after the initial implementation. Concept or model drift
should not be a factor for this classification task, as human emotions and their
corresponding facial features should not change over time. The model also does
not change during operation, mitigating these risks.
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Protection Requirement Analysis

The tables describing the different risk levels for each dimension are taken as is
from the Fraunhofer Certification Catalogue (Poretschkin et al., 2023). All the an-
swers and descriptions are given by the author of this work and are always written
inside the black boxes.

T Dimension: Fairness

High

The AI application controls access to essential services/activities or
makes decisions that have a wide-ranging impact on personal rights.
Examples: Granting of a visa, admission to schools/universities, au-
tomated credit lending, decision on the type of medical treatment

Medium

The output of the Al application is related to a person, even if only in
a broader sense. This includes both Al applications that output a deci-
sion about a person or categorize a person and Al applications that pro-
cess person-specific inputs (e.g., speech recognition that transcribes
the user’s spoken sentences into text). The output of the Al applica-
tion is not sensitive and does not have any significant impact regarding
the personal rights of the people affected. Examples: Recommenda-
tion for facial recognition on photos on social media, classification of
a person’s age based on a photo, speech recognition systems

Low

The Al application does not process any personal data that provides in-
formation about age, gender, sexual identity, religion, ideology, ethnic
origin or about a possible disability. Furthermore, the function/output
of the AI application is not integrated into a process or decision that
affects the courses of action or the personal rights of the individual
people affected. Examples: Recommendations of personalized adver-
tising, predictions of machine failures
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The Al application does process personal information in the form of images of the
user’s face and recognizes the user’s emotion. The output therefore is related to a
person in a broader sense. However, the output of the Al application does not have
a significant impact on the user’s rights. This leads to the assessment of: Medium
Risk.

2 Dimension: Autonomy and Control

High The Al application has a high protection requirement with respect to
this dimension if it

« strongly influences the perception or actions of users or subjects
over long periods of time or at a risk level that is unacceptable.

« limits the ability of users or affected persons to perceive a situa-
tion or take action.

Examples: An Al application that modulates the voice of care staff
so that patients with dementia think they are talking to a relative. An
autonomous vehicle that also transports people. An Al application in-
volved in managing access to education by, for example, making ad-
mission decisions for attending a university and does not inform the
people affected about the use of the Al application.

Medium | The AI application can strongly influence the perception or actions
of users or affected persons only temporarily and only under accept-
able risk. Examples: An Al application that records the user’s fit-
ness, health and nutrition habits and provides them with suggestions
and guidelines. An Al application in the form of a doll that simulates
human interaction through speech input and output and also facial
expressions and movement. An Al application that automatically de-
termines the user’s preferences based on previous reading habits and
generates a personalized news stream from online content.

41



Protection Requirement Analysis

Low The Al application has little influence on the perception or actions of
users or affected persons. Examples: An Al application that recog-
nizes bird calls or identifies plants. An Al application for customized
route planning. An Al application for customized planning of tourist
activities.

The Al application does have an influence on the users’ perception. The influence
is limited to the story path of the film, but essential to the specific experience the
user has in the Installation. Therefore, the Al system can strongly influence the
perception temporarily. This leads to the assessment: Medium Risk.

3 Dimension: Transparency

High Non-fulfillment of the transparency requirement (explainability, inter-
pretability or traceability/ reproducibility)

« would either render the AI application useless for its originally
intended purpose, e.g., because safe or responsible use does not
seem possible,

« or would mean that the AI application could only be operated
appropriately if additional expenditure is made (unjustifiable in
terms of time or money).

or would mean that the AI application could only be operated appro-
priately if additional expenditure is made (unjustifiable in terms of time
or money).

In addition, a high damage potential already exists if the lack of trans-
parency would lead to a breach of relevant (legal/normative) guide-
lines. Example: An Al application that makes a medical diagnosis but
the decision is not traceable.
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Medium | Situations may arise where failure to meet a transparency requirement
lowers the usefulness of the Al application and expenditure (time or
financial) is required to ensure the AI application is useful/beneficial.
At the same time, a lack of transparency cannot violate relevant (le-
gal/normative) requirements. Example: An AI application used by
a company for customer queries (e.g., credit facility queries). If there
is an inquiry about the reasons for a specific output, a lack of trans-
parency in the model makes answering it in a satisfactory manner
more difficult from the customer’s perspective. Example: An Al ap-
plication that automatically evaluates images on social networks for
inappropriate content and blocks the post if necessary. If images are
blocked without marking the areas in the image that are crucial to the
output or categorizing the alleged violation, this increases the time re-
quired for human operators to identify and recheck false positives or
false negatives.

Low There is no transparency aspect that, if it was not fulfilled, could re-
duce the safety or usefulness of the AI application; or only minor ef-
fects on the usefulness of the Al application are possible, which can in
turn be fixed with little effort. At the same time, a lack of transparency
cannot violate relevant (legal/normative) requirements. Example: An
Al-based access control system that uses camera-based facial recogni-
tion to determine people’s access rights. If these rights are incorrectly
classified, specifying the facial features that resulted in the wrong de-
cision would not be useful, as it would not provide an expert with any
added value in correcting the decision. In fact, a human supervisor will
use their visual system and implicit or explicit professional expertise
of personal identification to check the Al application’s decision.

The safety and usefulness of the application is not degraded by its transparency.
For example: Showing specifically why an emotion is detected, does not enhance
the experience or would help it be better when misclassified. This is similar to the
example given, where specifying facial features in a face recognition system would
not be useful. Therefore, the assessment is: Low Risk.

4 Dimension: Reliability
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High An incorrect prediction of the Al application can lead to bodily injury
or major financial damage. Examples: Pedestrian detection in au-
tonomous vehicles, automated credit lending decisions, medical treat-
ment recommendations

Medium | An incorrect prediction of the AI application can at worst lead to
medium financial damage. Examples: A poor-quality route planner
causes increased energy consumption and a longer time of travel, a
faulty forecast of machine utilization in a manufacturing facility causes
delays, a defective obstacle detection of a robot vacuum cleaner causes
property damage

An incorrect prediction of the Al system does not cause major financial damage
or bodily injury. The incorrect prediction does, however, cause a degraded user
experience. This might lead to the user not getting an adequate experience. The
assessment for the reliability dimension is therefore: Medium Risk.

5 Dimension: Safety and Security

High At least one of the following applies:

« The Al application interacts with people in such a way that they
can be injured if it malfunctions.

« A malfunction of the AI application (caused by errors, failures,
manipulation or attacks) can result in very high financial damage
(e.g., due to property damage).

Example: An Al application used to detect people and objects in an
autonomous vehicle. Incorrect functioning can result in injury to peo-
ple and high financial costs due to damage to property. Example: An
Al diagnostic application that makes decisions about the type of med-
ical treatment given to individuals. Manipulation of the Al application
can result in incorrect treatment of patients and have a serious impact
on their health as a result.
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Medium

The Al application cannot cause direct physical injury to people. How-
ever, a malfunction of the AI application (caused by errors, failures,
manipulation or attacks) can result in high financial damage. Exam-
ple: An Al-supported application for transporting goods in storage
can damage goods, for example, if goods are unintentionally unloaded
in areas or at heights where this is not allowed.

Low

A malfunction of the AI application can at worst lead to medium fi-
nancial damage. Example: An Al application that is used to compose
pieces of music. In case of failures or incorrect functioning, no finan-
cial damage is expected.

Risk.

The misclassification of an emotion is the worst malfunction this Al application
can have. The maximal financial damage is low, in the form of maybe the users’
entry fee, that the user could have paid to be able to experience the installation.
Harm to the user beyond this is very unlikely. Therefore, the risk Level is: Low

6 Dimension: Data Protection

High

The protection requirement is classified as high if one of the following
three scenarios applies: Personal data is processed that contains partic-
ularly sensitive personal information, or disclosing it would have eco-
nomic or security-critical consequences for the person in question. Ex-
ample: Patient file, certificate of good conduct, account information,
application documents Licensed data is processed for which the disclo-
sure/access by third parties would violate contractual agreements. Ex-
ample: Data from other companies was purchased to train the model.
Access to this data by third parties would violate the contractual agree-
ments. Organization/business-related data is processed which, if it be-
came known/was accessed by third parties, would severely damage the
integrity or competitiveness of the organization. Example: Model ex-
traction would mean that the corresponding Al application could be
copied or deliberately manipulated by other organizations.
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Medium

The protection requirement is evaluated as medium if one of the fol-
lowing three scenarios applies and there is no high potential for dam-
age for any of the named data categories (personal/business-related or
licensed) according to the top row of this table. The AI application
only processes/stores data that does not contain sensitive personal in-
formation or that would not cause a major economic disadvantage or
threaten the security of the subject if accessed by a third party. The
Al application processes/stores licensed data, which when accessed by
third parties could result in negligible consequences. The Al appli-
cation processes/stores business-related data, the disclosure of which
could result in medium economic damage that does not threaten the
existence of the company. Example: Leisure interests of a person,
played tracks, videos viewed in anonymized form Example: An Al
application that performs trend analysis based on publicly available
social media data.

Low

The Al application does not request, process or store personal data. In
addition, the Al application does not store/process any licensed data.
Disclosure of the processed data and model characteristics (e.g., model
parameters) would have no or negligible impact on the integrity or
competitiveness of the organization. Example: A company uses a
standard Al solution to predict market development. Other compa-
nies in the industry have similar solutions and it is assumed that there
is no incentive on the part of the competition to expose or copy this
system. For example, data from the DAX or other economic indicators
that are freely available are used.

The AI application does need personal data in the form of a live image feed of
the user’s face. It does fall under one of the categories mentioned at the medium
level. The application does not use or store sensitive personal data; however, it
uses personal data to function. There is no high potential for damage in this data
domain. Therefore, the assessment is: Medium Risk.
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Risk Analysis

All questions and descriptions are taken as is from the Fraunhofer Certification
Catalogue (Poretschkin et al., 2023). All the answers and descriptions are given
by the author of this work and are always written inside the black boxes. The
answers provided here are intentionally kept short because the approach of this
work doesn’t require more detail, making the process more streamlined. In a real
certification scenario, however, the answers would typically be longer and more

detailed.

1 Dimension: Reliability

1.1 Reliability in standard cases
Risk analysis and objectives

Determining the application area and risk assessment
Application Domain

The application domain is defined. The input data that is required is specified. This,
however, is not described in great detail. There are also no examples given that
describe the application domain. But the application is of small scale. Therefore,
the given information is sufficient.

Risk analysis

There was an assessment made as to what happens when other input than the
inspected is received. The emphasis was on the inadequate illumination for the
user. Other aspects are not discussed in detail, such as a failure of the webcam.
There was no assessment of the resulting risk. However, the risk can be assumed
to be low in this application. All in all, that makes this point sufficiently fulfilled.

Objectives

There is no documentation for residual risks, and there are no objectives set. That
makes this point not fulfilled.
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Criteria for achieving objectives

Quantification of reliability

The documentation covers which performance metrics should be used. It is also
described, as to why the metric was chosen. The choice of the loss function is
not described. Target intervals are also not, defined. That makes this point only
insufficiently fulfilled.

Quantification of the application domain coverage

The coverage area of the training data is discussed. There are no metrics used, but
the topic is sufficiently discussed.

Quality of training and test data

The data that is used for training is discussed. Its shortcomings are mentioned.
A publicly available and well regarded data source is used. There is some inves-
tigation into how accurate the labels are. However, as the dataset was compiled
by a third party, this cannot be thoroughly verified. The data that is used can be
assumed to be of good enough quality. It also fits the requirements that the wider
system has. This leads to the risk level being acceptable.

Measures

Data
Origin and quality of the database

The training and test data that is used, stems from public and well regarded
datasets. The data is pre annotated and the process of annotation is described
in the dataset’s descriptions. The suitability of the data and its potential short-
comings are discussed. A discussion of the data’s compatibility is also discussed.
The data’s structure is also discussed and potential shortcomings mitigated. There
are measures taken to prevent data leakage. This makes this topic sufficiently dis-
cussed.

Choice of database

The choice of the training and test data is discussed. The coverage of the appli-
cation domain is documented. There were also measures taken to improve the
coverage. The training and test data does not stem from the same setup, however,
is comparable and suitable for the application. This makes this topic sufficiently
discussed.

Al component
Component design choice

48



Risk Analysis

There is documentation provided that describes the choice of the model. There is
also justification as to why the specific architecture was selected. Other architec-
tures were also examined, the reasons for choosing the final model are described.
An explanation of what features were selected is also given. The generalizability of
the model is sufficiently investigated. This makes this topic sufficiently discussed.

Systematic search for weaknesses

There was an investigation for weaknesses of the model. The identified weak-
nesses are described and measures preventing them implemented. This makes this
topic sufficiently discussed.

Al component reliability tests

Test of the Al component with new data were performed. These tests are sufficient
to prove good robustness.

Embedding
Al application real-world tests

There were tests of the Al component and the wider system; however, the docu-
mentation is lacking. That makes this point not fulfilled.

Measures for operation
Supplement to open-world coverage

The AI application is not used in an open world environment. The environment
is very well specified and does not need further discussion here. This makes this
topic sufficiently discussed.

Overall assessment

Overall assessment

There were no initial target intervals set. However, the Al application is small in
scale and all possibilities have been accounted for. The quality of the prediction
is, however, sufficiently discussed. Furthermore, the data has the required quality.
The overall system metrics suggest that the system works in practice. Overall, the
system works sufficiently well for its application.

1.2 Robustness
Risk analysis and objectives

Risk assessment and definition of the application boundary
Risk assessment
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Disturbances that can occur are examined. The environmental conditions are nar-
row due to their setup in the wider system. The risks of misclassification are in
line. This makes this topic sufficiently discussed.

Defining the application boundary

The application boundary is clearly defined. The Al system knows what input to
expect, and all input it can receive is within specification. This makes this topic
sufficiently discussed.

Objectives

There are no objectives set and there is no documentation about this. However,
the danger of misclassification is low. Still, this makes this topic insufficiently
discussed.

Criteria for achieving objectives

Quantification of the application boundary

The application boundary is described sufficiently. Disturbance levels are not a big
issue in this setup. The specification of the input data is specified. This also clearly
defines the application boundary. This makes this topic sufficiently discussed.

Quantification of robustness

The robustness of the Al application within its boundary is sufficiently explained.
Statistical metrics are used. The documentation used to access robustness is good.
There are no intervals specified as targets. The system as whole still performs
within expectations. This makes this topic sufficiently discussed.

Coverage of the application boundary

The coverage of the application boundary is described. The boundary is set nar-
rowly, making the application perform well within these limits. This also makes
the application less risky within these boundaries. There are no target intervals
specified. However, this is not deemed necessary, as the application is narrow in
scope. This makes this topic sufficiently discussed.

Measures

Data
Data for testing robustness

50



Risk Analysis

The choice of the dataset is discussed. As the application boarder is narrow, the
dataset is well suited to cover the required area. Data augmentation was used
during development, the issue of overfitting was also looked into. The results were
deemed sufficient for the application. The documentation of the data assessment
was already discussed and deemed sufficient. This makes this topic sufficiently
discussed.

Data for robust training

There was no additional (special) data used to increase robustness. However, the
entirety of the dataset was chosen to achieve a high enough classification accu-
racy. This makes the dataset that was used sufficient. Augmentation was also
used to achieve this. The data was examined and issues with representativeness
were found. However, methods were found to increase representativeness up to
an acceptable level. This makes this topic sufficiently discussed.

Examining corner cases

There is no documentation that examines corner cases. Some discussion in this
area happened. However, this is an area that was not sufficiently looked into. This
makes this topic insufficiently discussed.

Al component
Development and training procedure

As the possibility for disturbances is low, and the remaining disturbance factors
were discussed, the model training was adapted to make the ML model robust. The
used architecture proofed sufficient for the task. It generalized well enough to be
used in the application. This makes this topic sufficiently discussed.

Testing of AI component robustness

Test of the Al model were performed to some extent. However, the documentation
is lacking. There also were no previously set target intervals. This makes this topic
insufficiently discussed.

Embedding
Real-world generalization/exploration testing of the AI application

There is no documentation on real-world generalization testing. This makes this
topic only insufficiently discussed.

Measures for operation
Monitoring input data in operation

As the input data is in a standard format, and well described, there are no special
systems in place to monitor the input data in operation. This, however, is not
deemed necessary. This makes this topic insufficiently discussed.
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Monitoring outputs in operation

The application is happening in real time, making monitoring the output operation
not possible by humans. There is no redundant system that checks the output. But
this is also not deemed necessary. Due to the low risk of the application, this topic
is not applicable.

Overall assessment

Overall assessment

The requirements in this area are met in general. There are some shortcomings in
the documentation. As the application is low risk and the application is narrowly
defined, and the input is also narrowly defined. The provided documentation is
still sufficient.

1.3 Interception errors at model level
Risk analysis and objectives

Scope, risk analysis and objectives
Scope

Input that is outside the application domain is not likely in this setup. There would
be only minor additional risk. Identification of possible out of spec input is not
required.

Risk analysis

The risk of a situation with out-of-spec input is minor. Therefore, there was not
much attention given to this sort of error.

Objectives

As there were no particular dangers identified, there are also no objectives set.

Criteria for achieving objectives

Out-of-distribution coverage

|/

Existence of mitigation strategies

|/
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Requirements for the detection methods
/

Measures

Data
Out-of-distribution data set
/ |

Data set splits for extrapolation
/ |

Al component
Design for intercepting errors in outputs with correlation-based methods

/ |

OO0D tests
/ |

Extrapolation test
/ |

Uncertainty estimation

/ |

Embedding

Real-world tests

/ |

Measures for operation
Monitoring of input and output data
/ |
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Overall assessment

Overall assessment

As the possible errors and possible negative effects are deemed very low for this
area, no in detail analysis was done. This area and possible dangers are covered
by other areas such as robustness. The area intercepting errors at model level is
therefore deemed not necessary for this application.

1.4 Uncertainty estimation
Risk analysis and objectives

Defining and illustrating an estimation of uncertainty
Risk analysis

The uncertainty of the classification is always given in the output of the Al system.
The risks of high uncertainty can be misclassification of a given emotion. The
wider system does not use the percentage value, it just uses the prediction with
the highest value as the result. This could lead to a degraded user experience.
However, the overall risk is low.

Objectives

An uncertainty estimation is implemented in the form that is described before. The
exact objectives of the estimation are not clearly defined. This also stems from the
fact, that the calculated uncertainty is not used in the wider system.

Criteria for achieving objectives

Documentation of uncertainty metrics and uncertainty estimation quality

There are no metrics assessing the uncertainty estimation. The estimation is taken
as is. It can be assumed that the estimation’s error is constant. All in all, this topic
is insufficiently discussed.

Measures

Data
Choice of a data set annotated with uncertainties

Uncertainties were not part of the training and test data. There are uncertainties
in how the labels were assigned. This is briefly discussed by the dataset authors.
However, actual uncertainty information was not part of the used dataset. This
measure is therefore not usable for this application.
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Al component
Selecting an appropriate uncertainty estimation method

The method used for uncertainty estimation is very basic. The values of the output
weights used for classification are used. This does not add any information to
the information given by the core model itself. It would be insufficient, but this
output is not used in the wider system. Therefore, and due to the low risk, this is
acceptable.

Post-processing for calibration

There is no post-processing or calibration built into the uncertainty measurement.
This is acceptable for the same reasons as before.

Testing the uncertainty estimation

The uncertainty estimation is not tested separately. This is acceptable for the same
reasons as before.

Embedding

Assessing follow-up responses

There are no follow-up responses that are implemented or needed in the embed-
ding. Therefore, no documentation is necessary.

Overall assessment

Overall assessment

The documentation and implementation of the uncertainty estimation are very
limited. Due to the fact, that the output of the uncertainty estimation is not used
and due to the low risk, this is acceptable.

1.5 Control of dynamics
Risk analysis and objectives

Risk analysis

The model is not retrained with new data after its initial setup. Therefore, there is
no additional risk in this area. The model will not drift overtime. Concept drift, will
also not happen, as human emotions and their facial expressions will not change
over time.

Objectives

As there is no additional risk, there is no need to look into this topic further or
create objectives.
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Criteria for achieving objectives

Intervals and quality requirements for assessing during operation

|/

Measures

Measures for operation
Avoiding catastrophic forgetting on new training data

|/

Relearning with newly available training data

|/

Regular review of the Al application

|/

Overall assessment

Overall assessment

As this risk area does not pose any additional risk, it is not necessary to examine
it.
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1.6 Summary of the dimension

The Reliability dimension of this Al application is generally well-addressed,
though with notable gaps in documentation and some areas that could benefit
from further exploration. The application domain is clearly defined, and the input
data is sufficiently specified, but examples and detailed descriptions are lacking.
Risk analysis is adequately performed, particularly in terms of assessing the im-
pact of disturbances, though residual risks and specific objectives are not docu-
mented. The quality and origin of the training and test data are well-examined,
ensuring that the data is suitable and free from significant biases, with measures
taken to prevent data leakage. However, the lack of detailed exploration into cor-
ner cases, uncertainty estimation, and real-world generalization testing presents
potential concerns. The robustness of the system is sufficiently discussed within
the narrow application boundary, though documentation of testing procedures is
incomplete. In areas such as intercepting errors at the model level and uncertainty
estimation, the risks are deemed low due to the nature of the application, and as
such, these areas were not extensively explored. Overall, while the AI system’s
reliability is considered sufficient for its intended low-risk application, the docu-
mentation and some aspects of the analysis could be strengthened to provide a
more comprehensive understanding and assurance of reliability. All in all, there
are some non-negligible risks, but these risks are acceptable for the application
that is examined here.

2 Dimension: Fairness

2.1 Risk area: Fairness
Risk analysis and objectives

Identifying potentially disadvantaged groups

There is only very little documentation available, that identifies potential groups
that are disadvantaged in this application. The test and training data that is used
has no labels or any information apart from the emotion that is present. Therefore,
the ML model cannot use any such information, to unfairly discriminate against
certain groups. However, there could be discrimination even without special data.
Something that masks facial features, such as hats, beards, hijabs or any other ob-
jects of that sort, could potentially impact the quality of the prediction. The colour
of a user’s skin could feasibly also impact the prediction quality. These examples
could be an issue. These potential issues are not addressed in the documentation.
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Determining a suitable fairness approach

Fairness, in this application context, means that the emotions of all users are
equally well predicted. There is no situation where, for example, a person of colour
should have a different prediction outcome for the same a motion as anyone else.
Therefore, the prediction quality has to be similar for all groups. The objective
therefore is that all potentially affected groups have the same prediction quality.
All of this is only insufficiently discussed in the documentation.

Criteria for achieving objectives

Quantifying fairness in the output

There is no documentation defining the groups. There is also no documentation
describing metrics or descriptions of how to assess these issues. There are also no
target intervals. That makes this point only insufficiently fulfilled.

Quantifying fairness in the training data

There is some documentation available looking into detail on the training data,
according to its fairness. As the dataset does not have labels that would make it
structurally unfair, this could be sufficient. However, the actual fairness of the
training data cannot accurately be judged this way. As there is no data to judge
the training data, there are also no target intervals. That makes this point only
insufficiently fulfilled.

Measures

Data
Checking data for bias

The data was checked for biases against the emotional labels. There were no checks
performed against its bias towards, for example, different skin colours. That makes
this point only insufficiently fulfilled.

Fair data pre-processing

There is no preprocessing done, that could affect the fairness of the application. All
that is done is image resizing, that should not have any influence in this domain.
This makes this topic sufficiently discussed.

Al component
Fair modelling
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The fairness as to the above-mentioned groups of users was not separately dis-
cussed. The model in general has no inherent structures that would make it struc-
turally unfair. This makes this topic sufficiently discussed.

Fair adaption and post-processing

As there are no target intervals specified, this is not done. This makes this topic
sufficiently discussed.

Testing the AI component on unseen data

The AI component was tested with previously unseen data. As there are no spec-
ified target intervals, the measurements required cannot be done. This makes this
topic sufficiently discussed.

Embedding

Fair further processing

The Embedding does not perform data processing that has the potential to lead to
unfair processing. Therefore, this does not need to be looked into.

Al application tests

Al application tests were performed in the real-world scenario. These tests did not
show a problem regarding discrimination. However there is no documentation of
these tests. This makes this topic sufficiently discussed.

Measures for operation
Monitoring outputs in operation

The output of the operation is not monitored in real time by humans, as this would
not be practical for this application. However, due to the relatively low risk of the
output, this can be omitted.

Overall assessment

Overall assessment

Overall, not all the required precautions have been met. The entire application is
only insufficiently tested for some possible discriminatory situations. This makes
this risk area only insufficiently discussed.
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2.2 Risk area: Control of dynamics
Risk analysis and objectives

Risk analysis documentation

The Al application does not continue to learn during operation. It is implemented
initially and, after setup, left as is. Therefore, there are no particular risks that arise.
Concept drift can also be ruled out in this scenario, as human emotions and their
corresponding facial features will not change over time. As there is no continuous
learning, there are no objectives set. This is sufficient under these circumstances.
Therefore, a detailed analysis of this risk area is not necessary.

Criteria for achieving objectives

Maintaining Al application fairness

|/

Maintaining fairness in training data

|/

Measures

Data
Monitoring training data

|/

Measures for operation
Application monitoring

|/

Application improvement

|/

Monitoring external factors

|/
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Overall assessment

Overall assessment

This risk area is not relevant for this application, as the ML model does not learn
during operation and as concept drift can be ruled out.

2.3 Summary of the dimension

The dimension of Fairness in this Al application highlights significant gaps in ad-
dressing potential biases and discrimination risks. Although the model’s fairness
in predicting emotions across different user groups, such as those with varying
skin colours or facial features, is acknowledged as a concern, there is insufficient
documentation and analysis to ensure equal prediction quality for all users. The
training data lacks necessary labels to evaluate fairness comprehensively, and key
metrics or target intervals are not established, leading to an inadequate assessment
of fairness. Despite some areas being considered sufficiently discussed, the overall

approach to mitigating potential discriminatory outcomes remains insufficiently
addressed.

3 Cross-dimensional assessment

Two dimensions were thoroughly examined during this certification process: Fair-
ness and Reliability. No potential trade-offs between these two dimensions were
identified, primarily due to the narrow scope of the application. The limitations
of the test data also played a significant role. For instance, it was not possible
to assess discrimination based on different skin tones. If such information had
been available in the datasets, it could have been utilized to test for discrimina-
tion and potentially enhance robustness. However, this might have introduced
additional challenges in the fairness dimension, which would have necessitated a
cross-dimensional assessment. In the current scenario, however, such an assess-
ment is not required.

61



Risk Analysis

4 Conclusion

In this test certification, only two dimensions out of the four required by the pro-
tection requirement analysis were investigated. This makes a full certification
impossible at this point. However, if we only examine the two dimensions, Re-
liability and Fairness, a conclusion can be drawn. The reliability of the system is
generally well-established, with the application operating effectively within its de-
fined scope, the assessment of fairness is found to be insufficient. Significant gaps
exist, particularly in addressing potential biases, such as the inability to evaluate
discrimination based on skin tones due to the limitations of the test data. These
shortcomings indicate that, although the application may be reliable, it does not
fully meet the required standards for fairness. As a result, the application cannot
be fully certified without further improvements in its approach to fairness.
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